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Abstract: The proliferation of Internet of 

Things (IoT) devices coupled with the 

widespread adoption of encryption 

technology has posed significant challenges 

to IoT cybersecurity. The surge in encrypted 

abnormal traffic among IoT devices 

necessitates robust methods for identifying 

and mitigating potential threats. Existing 

detection methods often suffer from 

limitations such as simplistic data processing, 

inadequate feature extraction, data 

imbalance, and low multiclassification 

accuracy. In response to these challenges, this 

project aims to propose a novel approach for 

identifying abnormal encrypted traffic in IoT 

networks. The primary objective is to 

develop a multiclassification deep learning 

model, termed the cost matrix time–space 

neural network (CMTSNN), tailored 

specifically for this task. The key focus lies 

in addressing the shortcomings of existing 

methods by enhancing feature extraction 

robustness, handling data imbalance, and 

improving overall classification accuracy. 

Experimental evaluations were conducted 

utilizing datasets including ToN-IoT, BoT-

IoT, Comparative analysis against existing 

methods demonstrated superior performance 

across various metrics including accuracy, 

precision, recall, F1 Score, and false alarm 

rate. The CMTSNN model exhibited notable 

improvements in classification accuracy, 

particularly for minority categories, thereby 

enhancing the overall multiclassification 

performance. And also added in the project is 

voting classifier (RF + AdaBoost + MLP) and  

CNN-LSTM models, those are employed tom 

improve the performance , the project attains 

99% accuracy in detecting abnormal 

encrypted traffic. A user-friendly Flask-

based front end facilitates easy testing and 

interaction, while robust user authentication 

ensures secure access. These enhancements 

solidify the system's effectiveness in IoT 
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cybersecurity, reinforcing its reliability and 

usability in real-world applications. 

Index terms - Abnormal and encrypted traffic 

classification, cost penalty matrix, deep 

learning (DL), Internet of Things (IoT). 

1.INTRODUCTION 

With the advancement of 5G mobile 

communication technology, the era of the 

Internet of Things (IoT) is accelerating. The 

information technology reform needs of 

modern industry and the manufacturing 

industry pose challenges to the Internet and 

IoT. The introduction of the IoT has benefited 

many industries, such as health care [1], 

manufacturing [2], and power grids [3]. By 

the end of June 2022, the number of IoT 

connections worldwide rose to 14.4 billion. 

The IoT connects devices with the network, 

and numerous devices are connected and 

applied, which is bound to increase not only 

the information collection of sensing devices 

but also the output of high-dimensional data 

[4]. With the increasing types of IoT devices 

and malicious programs, as well as the 

popularization of encryption technology in 

the communication process between the 

Internet and the IoT, abnormal information 

traffic is increasingly employed to hide its 

operation, resulting in a large amount of 

encrypted abnormal traffic, which poses a 

challenge to the cybersecurity of the IoT. 

Therefore, how to accurately identify the 

traffic transmitted to IoT devices, sense the 

network status, detect network anomalies, 

and then maintain the network security of the 

IoT has become a research hotspot of many 

researchers from academic and industrial 

sectors.  

In an IoT system, only a reliable IoT 

architecture can ensure a stable, persistent 

and fast connection between information and 

communication technologies. In view of the 

vulnerability types and attack modes of IoT 

devices in different architecture layers, 

defense mechanisms and detection systems at 

different levels and angles are generated. 

After in-depth research by experts and 

scholars in the field of security and related 

companies, firewall, antivirus application and 

intrusion detection system methods are 

proposed. For the firewall of the IoT, security 

gateways and routers are deployed to prevent 

malicious attacks from external networks 

from impacting the internal network. 

Intrusion detection systems are divided into 

network traffic-based intrusion detection and 

host-based intrusion detection from the 

perspective of the data source. From the 

perspective of detection methods, detection is 

divided into misuse detection and anomaly 

detection. Currently, the Internet and IoT are 
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developing very rapidly, and the amount of 

data flowing in the network is immense. To 

adapt to the new characteristics of security 

defense problems in the era of big data, it is 

necessary to develop more advanced and 

efficient methods and technologies. From the 

perspective of network traffic of the IoT, this 

study more accurately identifies and 

classifies traffic by detecting the 

characteristic differences between normal 

traffic and abnormal traffic, improves the 

analysis and detection ability and speed of 

network traffic, avoids the intrusion of the 

IoT devices by abnormal traffic, and builds a 

safe and reliable IoT environment.  

For IoT cybersecurity, network intrusion 

detection is a classification problem; 

specifically, in a timely manner, it can 

automatically identify the possible attacks 

and threats hidden in network traffic and 

determine their specific types. In recent 

years, many network traffic classification 

methods have emerged; these methods are 

mainly divided into port-based traffic 

classification methods [5], traffic 

classification methods based on payload 

inspection techniques [6], machine learning 

(ML)-based traffic classification methods, 

and deep learning (DL)-based traffic 

classification methods [7] according to the 

different technologies that are applied. Port-

based methods are some of the most basic and 

simple methods. However, some malicious 

programs use a random port strategy or 

change network port addresses to avoid the 

detection of this method, which reduces its 

accuracy. Traffic classification based on deep 

packet detection is implemented by detecting 

effective traffic loads or packets, that is, 

using fixed rules that are manually 

customized to match strings to achieve traffic 

classification. Although this method achieves 

better performance than port-based 

classification, it is difficult to make 

comprehensive and accurate matching rules, 

and it has higher computational complexity. 

On the other hand, an increasing number of 

attackers use encrypted traffic to avoid 

detection, and methods based on payload 

inspection techniques cannot classify 

encrypted traffic.  

Traffic classification methods based on ML 

need to manually select and extract features 

for classification based on prior knowledge 

using statistical laws. Since this method does 

not depend on specific content, it has low 

computational complexity and can handle 

encrypted traffic. The main difficulty lies in 

how to design features [8]. The traffic 

classification method based on DL 

automatically learns the relationship between 

the original data and the required output via 
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network model training, which avoids the 

work that relies on prior knowledge and 

manual design features in ML [19, 21, 22]. 

Moreover, this method can learn more 

complex relationships and has a better 

solution effect. DL has been fully practiced 

and verified in popular research directions, 

such as computer vision (CV), and natural 

language processing (NLP), so it has also 

been increasingly applied in the field of 

network traffic classification [9]. 

2.LITERATURE SURVEY 

The dental disease is a common disease for a 

human. Screening and visual diagnosis that 

are currently performed in clinics possibly 

cost a lot in various manners. Along with the 

progress of the [15] Internet of Things (IoT) 

and artificial intelligence, the internet-based 

intelligent system have shown great potential 

in applying home-based healthcare. 

Therefore, a smart dental health-IoT system 

based on intelligent hardware, deep learning, 

and mobile terminal is proposed in this paper 

[1], aiming at exploring the feasibility of its 

application on in-home dental healthcare. 

Moreover, a smart dental device is designed 

and developed in this study to perform the 

image acquisition of teeth. Based on the data 

set of 12 600 clinical images collected by the 

proposed device from 10 private dental 

clinics, an automatic diagnosis model trained 

by MASK R-CNN is developed for the 

detection and classification of 7 different 

dental diseases including decayed tooth, 

dental plaque, uorosis, and periodontal 

disease, with the diagnosis accuracy of them 

reaching up to 90%, along with high 

sensitivity and high specificity. Following the 

one-month test in ten clinics, compared with 

that last month when the platform was not 

used, the mean diagnosis time reduces by 

37.5% for each patient, helping explain the 

increase in the number of treated patients by 

18.4%. Furthermore, application software 

(APPs) on mobile terminal for client side and 

for dentist side are implemented to provide 

service of pre-examination, consultation, 

appointment, and evaluation. 

Smart manufacturing is increasingly 

becoming the common goal of various 

national strategies. Smart interconnection is 

one of the most important issues for 

implementing smart manufacturing. 

However, current solutions are not tended to 

realize smart interconnection in dealing with 

heterogeneous equipment, quick 

configuration and implementation, and 

online service generation. To solve the issues, 

industrial Internet-of-Things hub (IIHub) is 

proposed [2], which consists of customized 

access module (CA-Module), access hub (A-

Hub), and local service pool (LSP). A set of 
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flexible CA-Modules can be configured or 

programed to connect heterogeneous 

physical manufacturing resources. Besides, 

the IIHub supports manufacturing services 

online generation based on the service 

encapsulation templates and also supports 

quick configuration and implementation for 

smart interconnection. Furthermore, related 

smart analysis and precise management have 

the potential to be achieved. Finally, a 

prototype is given to illustrate the functions 

of the proposed IIHub, and to show how 

IIHub realizes smart interconnection. 

As the largest Internet-of-Things (IoT) [1, 2] 

deployment in the world, the smart grid 

implements extremely reduction in the 

energy dissipation for the operation of the 

smart city. However, the electricity data 

produced by the smart grid contain massive 

sensitive information, such as dispatching 

instructions and bills. The data are always 

revealed to cloud servers in the plaintext 

format for the Q -learning-based energy 

strategy making, which gives the chance for 

the adversary to abuse the user data. 

Therefore, in this article [3], we propose a 

lightweight privacy-preserving Q -learning 

framework (LiPSG) for the energy 

management strategy making of the smart 

grid. Before being sent to the control center, 

the electricity data of each power supply 

region in LiPSG are first split into uniformly 

random secret shares. During completion of 

the computation task of Q -learning, the data 

are kept in the random share format all the 

time to avoid the data privacy disclosure. The 

computation feature is implemented by the 

newly proposed additive secret-sharing 

protocols. The edge computing technology is 

also deployed to further improve efficiency. 

Moreover, comprehensive theoretic analysis 

and experiments are given to prove the 

security and efficiency of LiPSG. Compared 

with the existing privacy-preserving schemes 

of the smart grid, LiPSG first provides a 

general Q -learning-based privacy-preserving 

power strategy making architecture with high 

efficiency and low-performance loss. 

The growing demand for high-speed 

transmission rates in recent years attracted 

research in new mechanisms for network 

traffic characterization and classification. 

Their inadequate treatment degrades the 

performance of important operational 

schemes, such as Network Survivability, 

Traffic Engineering, Quality of Service 

(QoS), and Dynamic Access Control, among 

others. The most common methods for traffic 

classification are Deep Packet Inspection 

(DPI)and port based classification. However, 

those methods are becoming obsolete, as 

increasingly more traffic is being encrypted 
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and applications are using dynamic ports or 

ports originally assigned to other popular 

applications. This paper [4] presents a 

classification module for video streaming 

traffic, based on machine learning, as a 

solution for network schemes that require 

adequate real-time traffic treatment. The 

module adopts a new approach for the 

relaxation of the hypothesis of independence 

between the attributes of the Naive Bayes 

algorithm. The results show that the proposed 

module is a promising alternative to be 

applied in real-time scenarios. 

This paper [5] designs a remote management 

method for power Internet of Things 

equipment, expounds the edge agent on the 

edge of the power Internet of Things and the 

related interface protocol information of the 

cloud Internet of Things platform, and gives 

the power of Internet of Things equipment 

registration, equipment upgrade, equipment 

configuration, equipment Control, equipment 

monitoring, credibility measurement 

methods, and finally verified the feasibility of 

the power Internet of Things cloud-side 

interaction method through experiments. 

3.METHODOLOGY 

i) Proposed Work: 

The proposed system introduces a novel 

approach termed the Cost Matrix Time-Space 

Neural Network (CMTSNN) to address the 

challenges of identifying abnormal encrypted 

traffic in IoT networks. It comprises three key 

components: preserving temporal 

relationships and creating a cost penalty 

matrix during preprocessing, robust feature 

extraction, and addressing data imbalance 

using the penalty matrix and an enhanced loss 

function. Evaluation on datasets like ToN-

IoT, BoT-IoT [11, 12], shows superior 

performance, especially in accuracy for 

minority categories, demonstrating the 

potential of CMTSNN in enhancing IoT 

cybersecurity. And also added in the project, 

voting classifier and CNN with Long Short-

Term Memory (LSTM) [23] models are 

utilized individually, achieving a remarkable 

99% accuracy rate in identifying abnormal 

encrypted traffic. A user-friendly front end is 

developed using the Flask framework, 

enabling easy user testing and interaction. 

Additionally, robust user authentication 

features are integrated to ensure secure access 

to the system, enhancing its usability and 

reliability in real-world scenarios. This 

extension further solidifies the system's 

effectiveness and usability in bolstering IoT 

cybersecurity. 

ii) System Architecture: 

The framework of our model is shown in Fig. 

1. First, the raw data are processed into a 
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trainable data format, and a cost penalty 

matrix is created. Then, BiLSTM-1DCNN 

[21] was selected for feature extraction 

training classification. The output is then 

updated via the cost penalty matrix in the cost 

penalty layer, and then the probability vector 

is reoutput via Softmax. The improved cross-

entropy loss function is used to calculate the 

loss and output the result. 

 

Fig.1 Proposed architecture 

iii) Dataset collection: 

BoT-IOT and NF - ToN-IOT: the datasets 

BoT-IOT and NF - ToN-IOT are explored to 

understand their structure and contents. This 

exploration lays the groundwork for 

subsequent data processing and analysis [11]. 

 

Fig.2 BoT-IOT dataset 

In this article, we use the abnormal traffic 

data sets of the IoT ToN-IoT and BoT-IoT. 

These two data sets are the latest releases in 

2020 and contain various abnormal traffic 

data types, which have high application value 

for multiclassification detection of abnormal 

traffic in the IoT. The ToN-IoT and BoT-IoT 

data sets were created by the University of 

New South Wales Canberra Network-Range 

Laboratory by designing a real-world 

network environment. By simulating the 

device program in the real physical network 

environment, it generates normal traffic and 

new abnormal traffic, providing researchers 

with a large and marked real abnormal traffic 

data set of the IoT. [12] The ToN-IoT data set 

contains nine types of abnormal traffic, such 

as Backdoor, Injection, and Scanning. The 

BoT-IoT data set contains six types of 

abnormal traffic, including the abnormal 

traffic types of DDoS, DoS, operating system 

and service scanning, and keylogging and 

data leak attacks. According to the selected 

protocol, the abnormal traffic types of DDoS 

and DoS are further divided, and ten types of 

abnormal traffic are formed. 

 

Fig.3 NF - ToN-IOT dataset 

iv) Data Processing: 

Data processing involves transforming raw 

data into valuable information for businesses. 
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Generally, data scientists process data, which 

includes collecting, organizing, cleaning, 

verifying, analyzing, and converting it into 

readable formats such as graphs or 

documents. Data processing can be done 

using three methods i.e., manual, mechanical, 

and electronic. The aim is to increase the 

value of information and facilitate decision-

making. This enables businesses to improve 

their operations and make timely strategic 

decisions. Automated data processing 

solutions, such as computer software 

programming, play a significant role in this. 

It can help turn large amounts of data, 

including big data, into meaningful insights 

for quality management and decision-

making. 

v) Feature selection: 

Feature selection is the process of isolating 

the most consistent, non-redundant, and 

relevant features to use in model 

construction. Methodically reducing the size 

of datasets is important as the size and variety 

of datasets continue to grow. The main goal 

of feature selection is to improve the 

performance of a predictive model and 

reduce the computational cost of modeling. 

Feature selection, one of the main 

components of feature engineering, is the 

process of selecting the most important 

features to input in machine learning 

algorithms. Feature selection techniques are 

employed to reduce the number of input 

variables by eliminating redundant or 

irrelevant features and narrowing down the 

set of features to those most relevant to the 

machine learning model. The main benefits 

of performing feature selection in advance, 

rather than letting the machine learning 

model figure out which features are most 

important. 

vi) Algorithms: 

CNN (Convolutional Neural Network): A 

Convolutional Neural Network (CNN) is a 

class of deep neural networks designed 

specifically for processing grid-like data, 

such as images. It utilizes convolutional 

layers to automatically learn hierarchical 

features from the input data, allowing it to 

capture patterns and spatial relationships 

effectively. While CNNs are traditionally 

associated with image data, they can also be 

adapted for structured grid-like data, making 

them suitable for tasks where spatial 

relationships are important, such as 

sequential data or time series [23, 24]. 

DNN (Deep Neural Network): A Deep 

Neural Network (DNN) is a neural network 

with multiple hidden layers between the input 

and output layers. DNNs are capable of 
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learning complex hierarchical 

representations of data, enabling them to 

capture intricate relationships within the 

input features. DNNs are versatile and 

applicable to various types of data. They are 

employed when the goal is to model complex 

relationships in the data, even in the absence 

of specific grid-like structures. 

BiLSTM + CNN (Bidirectional LSTM + 

Convolutional Neural Network): This 

hybrid model combines the strengths of 

Bidirectional Long Short-Term Memory 

(BiLSTM) and Convolutional Neural 

Network (CNN). BiLSTM captures 

sequential dependencies bidirectionally, 

while CNN focuses on spatial feature 

extraction, making it effective for tasks 

involving both temporal and spatial patterns. 

Suitable for datasets where capturing both 

sequential dependencies and spatial features 

is crucial, such as time series data. 

CNN + BiLSTM (Convolutional Neural 

Network + Bidirectional LSTM): Similar to 

the previous combination, but with the order 

reversed. The model first processes spatial 

features with CNN and then captures 

sequential dependencies using Bidirectional 

LSTM. Effective when spatial features play a 

primary role in the initial stages of data 

processing, followed by the need to capture 

temporal dependencies within the sequences 

[31]. 

CM BiLSTM (Cost Matrix Bidirectional 

LSTM): CM A cost matrix is a square matrix 

where each entry represents the cost or 

penalty associated with misclassifying a 

particular class. In the context of machine 

learning classification, it is used during the 

training phase to assign different costs to 

different types of classification errors. 

Bidirectional LSTM (BiLSTM): 

Bidirectional LSTM is a type of recurrent 

neural network (RNN) architecture. Unlike 

traditional LSTMs, which process sequences 

from past to future, BiLSTM processes 

sequences in both directions—past to future 

and future to past. This bidirectional 

processing enables the model to capture 

context and dependencies from both 

preceding and succeeding elements in the 

sequence. 

CM BiLSTM likely involves incorporating a 

cost matrix into the training process of 

Bidirectional LSTM. The cost matrix is likely 

used to address issues related to class 

imbalance during training, assigning 

different penalties to different classes. Useful 

for improving the model's ability to handle 

imbalanced classes, ensuring fair 

representation of all classes during training. 
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CMTNN (Time Series Neural Network): A 

cost matrix is a square matrix used in 

machine learning classification tasks to 

assign different costs or penalties for 

misclassifying instances of different classes. 

Each entry in the matrix represents the cost 

associated with predicting a certain class 

when the true class is another. This approach 

is particularly useful in addressing class 

imbalance or emphasizing the importance of 

correctly classifying certain classes. 

Time Series Neural Network (TNN): A 

Time Series Neural Network is a neural 

network architecture specifically designed 

for handling time series data. It is tailored to 

capture temporal dependencies and patterns 

in sequential data, making it suitable for 

applications such as forecasting, anomaly 

detection, or classification in time series 

datasets 

CMTNN suggests a neural network tailored 

for time series data. The details involve 

specific architectures or techniques designed 

to capture temporal dependencies in 

sequential data effectively. Specialized for 

tasks involving time series analysis, where 

understanding and capturing temporal 

patterns are crucial for accurate predictions. 

 

 

4.EXPERIMENTAL RESULTS 

Precision: Precision evaluates the fraction of 

correctly classified instances or samples 

among the ones classified as positives. Thus, 

the formula to calculate the precision is given 

by: 

Precision = True positives/ (True positives + 

False positives) = TP/(TP + FP) 

 

 

Fig.4 Precision comparison graph 

Recall: Recall is a metric in machine learning 

that measures the ability of a model to 

identify all relevant instances of a particular 

class. It is the ratio of correctly predicted 

positive observations to the total actual 

positives, providing insights into a model's 

completeness in capturing instances of a 

given class. 
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Fig.5 Recall comparison graph 

Accuracy: Accuracy is the proportion of 

correct predictions in a classification task, 

measuring the overall correctness of a 

model's predictions. 

 

 

Fig.6 Accuracy graph 

F1 Score: The F1 Score is the harmonic 

mean of precision and recall, offering a 

balanced measure that considers both false 

positives and false negatives, making it 

suitable for imbalanced datasets. 

 

 

Fig.7 F1Score 

 

Fig.8 Performance Evaluation 

5.CONCLUSION 

The project has successfully addressed the 

cybersecurity challenges posed by the 

increasing types and number of Internet of 

Things (IoT) devices [1, 2]. The implemented 

algorithms and models, including CMTNN 

and CM BiLSTM, demonstrate robust 

capabilities in detecting and mitigating 

abnormal and encrypted traffic, ensuring the 

security of IoT ecosystems. The voting 

classifier exhibits outstanding performance, 

achieving an impressive 99% accuracy rate in 

identifying abnormal encrypted traffic. This 

exceptional accuracy underscores the 

effectiveness of the ensemble approach, 

providing reliable detection capabilities 
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crucial for IoT network security. The 

integration of the Flask framework with 

SQLite for user signup and signin, coupled 

with the ability for users to input feature 

values, brings a practical and user-friendly 

dimension to the project. This frontend 

interaction enhances the project's 

applicability, making it accessible for real-

world scenarios. The project's robust 

cybersecurity measures and versatile models 

empower stakeholders in the Internet of 

Things (IoT) ecosystem, providing a reliable 

defense against potential threats. This 

includes benefiting industries relying on IoT 

technologies, researchers exploring IoT 

security, and practitioners seeking effective 

solutions for securing IoT networks. 

6.FUTURE SCOPE 

Our cost-penalty matrix is set according to 

the captured sample distribution, which is 

fixed, but for the constant change in real-time 

flow, whether the cost-penalty matrix can be 

effectively applied needs further research. 

We propose an improved cost-penalty DL 

[15, 16, 25, 31] method and improved cross-

entropy loss function to solve the problem of 

unbalanced network traffic data and improve 

the recognition results of samples of minority 

categories, which are the result of training 

based on supervised learning. Next, we will 

investigate the performance effect of our 

model based on semi-supervised learning to 

achieve better traffic identification 

performance and relatively high accuracy by 

using a small amount of labeled data and a 

large amount of unlabeled data and to ensure 

the cybersecurity of IoT traffic by using a 

small number of resources. The proposed 

model is large in volume, has large 

parameters and has a long training time, 

which makes it difficult to deploy and to use 

the IoT devices with limited resources. How 

to make the model lightweight 
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